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Abstract The article reveals ethical foundations underlying the creation and appli-
cation of systems with artificial intelligence (Al) in the interests of business. The
main problem today is the lack of internationally accepted principles regulating a
responsible attitude to processing and use of personal data used for training systems
with Al, as well as the use of these systems in the interests of business. The main
research goal is to find the best ways to solve existing problems in the field of ensur-
ing the confidentiality of personal data and ensuring interests of business and the
state in the development of advanced machines. The authors note the need for an
early adoption of global initiatives at the international level to regulate a responsible
attitude to personal data processing in order to train Al and create data ethics. In
addition, the authors justify the need to distinguish Al ethics as a separate direction
in the field of data ethics.
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1 Introduction

About 5 years ago, various researchers made predictions about the possibility of
automation and digitization of production processes by about 50% in the next 20 years
[6]. The MIT Technology Review notes that Al experts often make mistakes in
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such predictions [5]. We see a confirmation of this everywhere. The technological
development pace significantly exceeds all existing forecasts. In its 2018 research,
the analytics company Gartner identified artificial intelligence as a key technology
and technological trend [3]. This is confirmed by data on the volume of global
investments in the field of Al development, exceeding $5 billions [14, 17]. The key
areas of active Al implementation in the next 10 years will be:

— medicine where the effectiveness of Al has already been clinically proven. A team
of researchers from the University of Nottingham has developed four machine
learning algorithms to assess the risk of cardiovascular disease in patients, the
accuracy of the algorithm exceeded 76.4%, while the standard diagnostic proce-
dure implemented by the American College of cardiology provides an accuracy
of only 72.8% [11],

— finance and insurance, where the neural network, unlike a person, is able to assess
and anticipate all possible risks and fraud attempts, for example, the Japanese
insurance company Fukoku Mutual Life Insurance has replaced its employees
with a neural network to check medical certificates, as well as accounting for the
number of hospitalizations and operations carried out by the insured person to
determine the terms of insurance for customers. The neural network is expected
to increase the insurance productivity by 30%. For similar purposes, Al is also
used by the PayPal payment system [23],

— online retail, commerce and media. The main purpose of using Al for e-commerce
is to ensure interests of potential customers and offer them the most likely and
desirable product for purchases. For these purposes, machine learning algorithms
analyze the behavior on the site and compare it with millions of other users, which
provides trading platforms with up to 35% of sales, and streaming services with
up to 70% of views of certain resources [4, 13]. Al is also actively used in other
business areas, such as marketing, transportation, law, consulting, agriculture, and
even security [22].

Artificial intelligence technologies in marketing and advertising are becoming
ubiquitous and invisible, and imperceptibly for a person constantly reduce the space
of supposed freedom of choice for each individual consumer. According to analysts,
the global GDP growth due to the application of Al could reach 14% by 2030, and
provide an additional $15.7 trillions, that will allow the Al to become a leader among
technological drivers of the economic growth. It is expected that the greatest benefits
from the Al implementation will be felt in China (+26% of GDP by 2030) and North
America (potential growth of 14%) [19]. However, with the growth of investments
in Al, a number of problems that are inextricably linked to it are also of increasing
concern. First of all, these are problems of an ethical nature.
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2 Methodology

The methodological basis of this research is a systematic approach to the study of
ethical foundations for the use of Al systems. During the research, the main risks
associated with the use of Al systems in the interests of business were classified
and analyzed. Traditional scientific methods such as dialectical, logical, method of
scientific generalization, content analysis, comparative analysis, synthesis, source
studies, etc. were used in the processing of factual material. Their application made
it possible to ensure the validity of the analysis, theoretical and practical conclusions
and developed proposals.

3 Results

The research work identified the main ethical problems associated with the use of
artificial intelligence in business. These problems are divided into two blocks: the
first block is related to the collection and processing of personal data for the training
purpose of systems with Al the second block of problems is caused by the ethics of
decisions made by Al and their compliance with generally accepted morality. The
authors summarize that in the conditions of rapid development and implementation
of Al systems, it is necessary to adopt global initiatives aimed at the responsible
attitude to the handling of data in the development of Al systems, as well as the
direct application of such systems.

4 Discussion

For training systems with Al, a huge array of data is used, which can only be collected
using data collection and processing technologies, so the relation between artificial
intelligence and data accounts for almost 100%. The main question today is: how
to use maximum data with minimal risks? Thanks to modern computing power,
Al technologies can analyze huge amounts of data and find complex and deeply
hidden relations. However, there are still many questions about the ethics of using
data, including personal data, for training Al technologies applied in business [1,
7, 10]. Data ethics is developing and becoming more relevant, as it is evidenced by
the relevant documents of both public associations and international organizations.
Defining boundaries of ethical access to data is a complex issue that affects various
stakeholders: citizens, the state, business corporations, government agencies, etc.
and requires a comprehensive solution [12].

Data ethics as a kind of applied ethics has appeared relatively recently and does not
have a generally accepted definition yet. Data ethics is a new branch of applied ethics
that describes value judgments and approaches we use when generating, analyzing,
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and distributing data. This includes deep knowledge of data protection legislation
and another relevant legislation, as well as the appropriate use of new technologies,
which requires a holistic approach to applying best practices in computing, ethics,
and information security [9]. Ethical issues related to the use of Al can be divided
into 2 groups: problems related to the collection, analysis and processing of digital
data; problems related to Al decision-making based on generalized data. Ethical dif-
ficulties are caused primarily by the collection, analysis and processing of citizens’
digital data, Big Data, social and personal data. As it was already mentioned, busi-
nesses need them for Al training, online advertising, and online commerce, while
the state needs them for making administrative decision, interacting with citizens,
and ensuring the national security. Thanks to the collection and analysis of Big Data
using Al, technology giants are able to build correlations that people themselves can-
not determine themselves [20]. This also raises a question of maintaining a balance
between ensuring the right to protect personal data and interests of science, business
and our society in general, interested in the widespread use of Al technologies. In a
number of countries today, there is a fierce debate between the use of citizens’ per-
sonal data by government (and not only) organizations to ensure the public safety,
training systems with Al and ensuring the right to privacy.

According to some experts, total surveillance is more dangerous than anything it
should protect us against. Questions are raised about the ethics of using Al systems to
control a socially approved behavior. For example, the Chinese government uses the
artificial intelligence to create a social rating, using all information about the network
users: their behavior, purchases, credit history, movements, social circle, interests.
The basis of the European legislation since 2018 is the General Data Protection
Regulation (GDPR) [8]. The main purpose of the regulation is to create a legal
regime in the society, in which any citizen can be sure of the confidentiality of their
personal data, including the ability to respond to cases of using his personal data
without consent—to delete posted information.

At the same time, even despite the measures taken, a large amount of information
remains in the network, which allows you to identify a person (using some methods
of processing). So, using PCs, smartphones with mobile applications, most people
without any hesitation give their consent to the smartphone use of geo-location data,
access to the phone book and calls, to search queries and search history, to photo ads,
etc. And the thesis that our data has become a product has become more relevant
than ever. The lion’s share of the world’s most technology companies use a business
model based on the collection and processing of users’ personal data. And here the
issue of ethics not only of collecting such information, but also of using it is on the
agenda.

The second problem is related to the ethics and humanity of Al decisions. Systems
with Al that are capable of learning go through a training phase where they “learn” to
detect correct patterns and act according to the data entered. Once the system is fully
trained, it can go into the test phase, where it will be given various examples and we
can see how it copes with them. However, the experience of recent years shows that
training is not enough, and despite the lack of feelings and emotions in Al systems,
they cannot be considered as impartial and ethical ones for a number of reasons.
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First, the very concept of ethics is very conditional, and can differ significantly
within a single society and generation, not to mention over longer time periods.
Second, it is the “level of bias and purity” and relevance of the data used for Al
training. It seems extremely unlikely, even improbable, to find a large enough group
of people in the society with zero bias to be able to use their data for Al training. As
a result, we have cases of Al discriminating against people based on race or gender.
Undoubtedly, programmers and large companies are trying to immediately eliminate
such manifestations of “racism, chauvinism or xenophobia of AI”.

In their research, PwC talked about how to prepare data for Al training, extract
maximum profit from the technology and not lose the trust of customers. According
to analysts, the best basis for implementing Al is the competence center for artificial
intelligence. Business and IT representatives should develop uniform regulations for
working with data for the entire corporation and monitor their compliance; define
technical standards for relationships with suppliers; manage the intellectual prop-
erty; and evaluate the implementation level of the artificial intelligence. All tasks of
artificial intelligence training should be solved by the Al competence center [17, 18].

However, the rapid development and use of Al technologies makes such control
almost impossible. In 2018, New York city passed a law aimed at preventing dis-
crimination through algorithms used by public services. It became the basis for the
creation of a public group of experts who analyze legal and ethical aspects of the city
automated decision-making systems, as well as the creation of a position in the city
mayor office that is dedicated to combating biases in algorithms and increasing the
responsibility for their decisions [16].

However, it should be noted that excessive restrictions on access to data can slow
down the development of Al technologies. Well-thought-out legislation will allow
maintaining a balance between regulating the volume and degree of anonymity of
personal data without imposing numerous prohibitions. But such legislation, unfor-
tunately, has not been created in any country in the world yet. It should be noted
that this issue will become the main topic of discussions in the world arenas in the
coming years [25]. A number of countries have already adopted separate acts aimed
at creating a legal regime for the application of Al systems [2]. However, from the
point of view of the ethical component, the most interesting is the self-regulation of
the industry. Thus, in 2017, developers and researchers in the Al field adopted the
Asilomar Al Principles [10], which formed the basis of ethical aspects spelled out
in the Montréal Declaration for Responsible Development of Artificial Intelligence,
adopted in December 2018 [24]. The responsibility principles in the development
of advanced Al systems, personal data privacy, freedom and privacy, as well as
security are at the heart of these ethical memoranda and a number of other private
initiatives [21].
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5 Conclusion

In general, it can be stated that as the number of systems with Al that actively
process citizens’ personal data increases, the question of the ethics of their use for
various purposes, including commercial ones, is increasingly raised. Al ethics can
be identified as a new independent area of data ethics. Without forming an ethical
framework for the use of Al systems and the principles of personal data use in
their processing, further progress is impossible. Public legal institutions are already
actively involved in the ethical regulation of artificial intelligence.

In our view, the integration of ethical principles should be regulated by national or
international organizations [15]. It should be noted that this sphere has become a key
issue on the agenda for discussion on the world arenas. It is important to maintain a
balance between interests of individuals and businesses. Well-thought-out legislation
and its enforcement will allow maintaining the balance of regulating the volume and
degree of anonymity of personal data without imposing numerous prohibitions. But
such legislation, unfortunately, has not been created yet.
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